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Research Interests
Stochastic and distributed optimization for ML · Communication‑efficient methods for Federated Learning (compres‑
sion, quantization, local updates, error feedback) · Variance reduction · Convex/non‑convex and smooth/non‑smooth
convergence analysis · Orthogonalized gradient preconditioning · Reproducible large‑scale numerical experiments.

Education
King Abdullah University of Science and Technology (KAUST) Thuwal, Saudi Arabia
MS AND PHD iN APPLiED MATHEMATiCS AND COMPUTATiONAL SCiENCE 08/2020–08/2026 (expected)
Supervisor: Peter Richtárik ·MS Thesis: «Non‑convex Stochastic Optimization with Biased Gradient Estimators» ·GPA(PhD): 3.89/4.00 (Transcript).

Moscow Institute of Physics and Technology (MIPT) Moscow, Russia
MS iN APPLiED MATHEMATiCS AND PHYSiCS 09/2019–08/2021
Supervisor: Alexander Gasnikov · Thesis: «Distributed Nonconvex Stochastic Optimization with Gradient Compression».

BS iN APPLiED MATHEMATiCS AND PHYSiCS 09/2014–08/2019
Supervisor: Peter Richtárik · Thesis: «Stochastic Coordinate Descent Method with Arbitrary Sampling».

Publications
[5] A Guide Through the Zoo of Biased SGD KAUST, Thuwal, Saudi Arabia
YURY DEMiDOViCH, GRiGORY MALiNOVSKY, IGOR SOKOLOV, PETER RiCHTÁRiK 05/2023
NeurIPS 2023 (Poster) · arXiv · Code ·Contribution: Led experimental design and implementation; prepared reproducible code; helped with litera‑
ture review and writing.

[4] Don’t Compress Gradients in RandomReshuffling: Compress Gradient Differences KAUST, Thuwal, Saudi Arabia
ABDURAKHMON SADiEV, GRiGORY MALiNOVSKY, EDUARD GORBUNOV, IGOR SOKOLOV, AHMED KHALED, KONSTANTiN BURLACHENKO,
PETER RiCHTÁRiK

06/2022

NeurIPS 2024 (Poster) · FL‑ICML 2023 Workshop (Poster) · arXiv · Code ·Contribution: Led the experimental study; implemented all logistic‑
regression experiments; contributed to Deep Learning studies.

[3] 3PC: Three Point Compressors for Communication‑Efficient Distributed Training and a
Better Theory for Lazy Aggregation KAUST, Thuwal, Saudi Arabia

PETER RiCHTÁRiK, IGOR SOKOLOV, ILYAS FATKHULLiN, ELNUR GASANOV, ZHiZE Li, EDUARD GORBUNOV 02/2022
ICML 2022 (Poster) · arXiv · Code ·Contribution: Co‑led theory and experiments; derived key theoretical bounds; ran large‑scale benchmarks; co‑
wrote the manuscript.

[2] EF21 with Bells &Whistles: Practical Algorithmic Extensions of Modern Error Feedback KAUST, Thuwal, Saudi Arabia
ILYAS FATKHULLiN, IGOR SOKOLOV, EDUARD GORBUNOV, ZHiZE Li, PETER RiCHTÁRiK 10/2021
JMLR · OPT‑NeurIPS 2021 Workshop (Poster) · arXiv · Code ·Contribution: Developed several algorithmic extensions; ran most experiments; con‑
tributed to analysis and writing.

[1] EF21: A New, Simpler, Theoretically Better, and Practically Faster Error Feedback KAUST, Thuwal, Saudi Arabia
PETER RiCHTÁRiK, IGOR SOKOLOV, ILYAS FATKHULLiN 06/2021
NeurIPS 2021 (Oral + Poster) · arXiv · Code ·Contribution: Proved the main theorems; ran most experiments; co‑wrote the manuscript.

Preprints (arXiv)
[3] Bernoulli‑LoRA: A Theoretical Framework for Randomized Low‑Rank Adaptation KAUST, Thuwal, Saudi Arabia
IGOR SOKOLOV, ABDURAKHMON SADiEV, YURY DEMiDOViCH, FAWAZ S AL‑QAHTANi, PETER RiCHTÁRiK 08/2025
arXiv ·Contribution: Led the project; proved key results; implemented and ran all experiments.
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[2] MARINA‑P: Superior Performance in Non‑smooth Federated Optimization with Adaptive
Stepsizes KAUST, Thuwal, Saudi Arabia

IGOR SOKOLOV, PETER RiCHTÁRiK 12/2024
arXiv ·Contribution: Independent lead: developed the theory, ran experiments, and wrote the manuscript (with periodic guidance).

[1] Cohort Squeeze: Beyond a Single Communication Round per Cohort in Cross‑Device
Federated Learning KAUST, Thuwal, Saudi Arabia

KAi Yi, TiMUR KHARiSOV, IGOR SOKOLOV, PETER RiCHTÁRiK 06/2024
FL@FM‑NeurIPS 2024 Workshop (Oral) · arXiv ·Contribution: Ran experiments; conducted literature review; contributed to writing.

Selected Conferences, Summer Schools, Posters & Talks
INViTED & SPOTLiGHT TALKS
Rising Stars in AI Symposium 2024 Thuwal, Saudi Arabia
KAUST 19–‑21/02/2024
Spotlight talk— «Federated Optimization with Random Reshuffling & Gradient Compression».

SIAM Conference on Optimization (OP23) Seattle, USA
SHERATON GRAND SEATTLE 31/05–‑02/06/2023
Invited talk— «EF21: A New, Simpler, Theoretically Better, and Practically Faster Error Feedback».

CONFERENCE POSTERS / PRESENTATiONS
ICML 2023—Workshop on Federated Learning and Analytics in Practice Honolulu, USA
HONOLULU CONVENTiON CENTER 23–‑29/07/2023
Poster— «Federated Optimization with Random Reshuffling & Gradient Compression».

NeurIPS 2021 (main) Online
ViRTUAL CONFERENCE 06–‑14/12/2021
Poster— «EF21: A New, Simpler, Theoretically Better, and Practically Faster Error Feedback».

NeurIPS 2021 —Workshop on Optimization for Machine Learning Online
ViRTUAL CONFERENCE 06–‑14/12/2021
Poster— «EF21 with Bells & Whistles: Practical Algorithmic Extensions of Modern Error Feedback».

ICML 2021—Workshop on Federated Learning for User Privacy & Data Confidentiality Online
ViRTUAL CONFERENCE 18–‑24/07/2021
Poster— «EF21: A New, Simpler, Theoretically Better, and Practically Faster Error Feedback».

SUMMER SCHOOLS & TRAiNiNG
On Local Methods for Non‑Convex Federated Optimization Sochi, Russia
SiRiUS UNiVERSiTY — SUMMER SCHOOL ON MODERN METHODS OF INFORMATiON THEORY, OPTiMiZATiON AND CONTROL 08/2020
Team project: On Local Methods for Non‑Convex Federated Optimization.

Summer School on Machine Learning in Business Analytics Moscow, Russia
SAMSUNG RESEARCH RUSSiA 07/2019
Capstone project: forecasting sales impact of marketing strategies across device lines.

Teaching & Co‑supervising
KAUST CEMSE Division Thuwal, Saudi Arabia
TEACHiNG ASSiSTANT ·Graduate Seminar (CS 398, PhD) 09–12/2025
Checkedweekly attendanceof students of the lectures, checkedweekly reports, conductedQ&A sessions. The coursewas taught to 66KAUST student.
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Saudi Aramco Remote and on‑site
TEACHiNG ASSiSTANT ·Data Science MS program for Saudi Aramco employees 11/2022, 07–11/2025

• Introduction to Machine Learning 10–11/2025
REMOTE FROM KAUST
Checked student’s solutions to quiezzes, exams and assignmints including theoretical and practical assignments. The course was taught to 26 students.

• Introduction to Optimization 07–08/2025
REMOTE FROM MOSCOW, RUSSiA
Checked student’s solutions to quiezzes, exams and assignmints including theoretical and practical assignments. The course was taught to 27 students.

• Introduction to Optimization 10–12/2022
DAMMAM, SAUDi ARABiA
Created exercises in Jupyter notebooks in Python, held practical sessions, and checked in‑class quesses and exams and home assignemnts. The course was taught to

26 students.

KAUST CEMSE Division Thuwal, Saudi Arabia
TEACHiNG ASSiSTANT · Stochastic Gradient Descent Methods (CS 331, PhD) 08–12/2022
Checked biweekly homework assignments of 17 students, and conducted Q&A sessions with students.

KAUST Vision Computing Center Thuwal, Saudi Arabia
CO‑SUPERViSOR ·Undergraduate Visiting Researcher 06–08/2022
Mentored an undergraduate visiting student, Omar Shaikh Omar, from the University of Washington.

Selected Honors & Awards
06/2025 CEMSE Dean’s List (Top 20% of KAUST students), KAUST Thuwal, Saudi Arabia
10/2022 Top Reviewer Award, NeurIPS 2022 New Orleans, USA
07/2022 Outstanding Reviewer (Top 10%) · Session Chair Nomination, ICML 2022 Baltimore, USA
08/2020 IDEX Master’s Scholarship (declined), Université Grenoble Alpes Grenoble, France

08/2018 – 08/2019 Increased Academic Scholarship for Scientific Achievement, MIPT Moscow, Russia

Professional Experience
Optimization and Machine Learning Lab, KAUST Thuwal, Saudi Arabia
GRADUATE STUDENT RESEARCHER · ADViSOR: PETER RiCHTÁRiK 08/2020–Present
Conduct research on stochastic and distributed optimization for federated learning, co‑authoring five publications and three preprints.

Optimization in Machine Learning Lab, Artificial Intelligence Research Institute (AIRI) Moscow, Russia
RESEARCH INTERN · ADViSOR: ALEXANDER TYURiN 06/2025–09/2025
Conducted research on asynchronous optimization in non‑Euclidean spaces.

Optimization and Machine Learning Lab, KAUST Thuwal, Saudi Arabia
RESEARCH INTERN · ADViSOR: PETER RiCHTÁRiK 01/2019–02/2019
Completed a theoretical project on the coordinate descent method that culminated in my bachelor’s thesis.

Laboratory of Advanced Combinatorics and Network Applications, MIPT Moscow, Russia
JUNiOR RESEARCHER · ADViSOR: PETER RiCHTÁRiK 08/2018–10/2019
Conducted research on randomized algorithms for distributed optimization problems.

Selected Research & Software Projects
Recent Advances in Policy Gradient Methods KAUST, Thuwal, Saudi Arabia
COURSE PROJECT · REiNFORCEMENT LEARNiNG (CS394V, PHD) 11/2022
Report · Slides · Surveyed state‑of‑the‑art policy‑gradient RL.

Recent Advances in Non‑convex Private Communication‑Efficient Federated Optimization KAUST, Thuwal, Saudi Arabia
COURSE PROJECT · PRiVATE DATA ANALYSiS (CS325, PHD) 11/2022
Report · Slides · Literature review of non‑convex DP federated optimization under communication constraints (compression, local steps, error‑
feedback); compared privacy accounting and convergence rates;

Algorithmic Complexity and Practical Performance of Top‑k Compression for
Communication‑Efficient Distributed Optimization KAUST, Thuwal, Saudi Arabia

COURSE PROJECT · DESiGN AND ANALYSiS OF ALGORiTHMS (CS260, MS) 10–12/2021
GitHub · Report · Slides · Proposed and led MS group project; benchmarked Top‑k gradient compressors in a federated‑learning pipeline.
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On Local Methods for Non‑Convex Federated Optimization Sirius University, Sochi, Russia
SUMMER SCHOOL PROJECT · MODERN METHODS OF INFORMATiON THEORY, OPTiMiZATiON AND CONTROL 08/2020
GitHub · Slides · Implemented baselines and compared local‑update schemes for FL in a summer‑school team project.

Background and Foreground Estimation via Robust PCA MIPT, Moscow, Russia
COURSE PROJECT · GEOMETRiC DATA ANALYSiS METHODS (MS) 01/2020
GitHub · Compared robust‑PCA approaches for background/foreground separation.

Academic Service
ORGANiZiNG
MinisymposiumOrganizer Seattle, USA
SIAM CONFERENCE ON OPTiMiZATiON (OP 23) 02/06/2023
Organized and chaired a minisymposium titled «Communication‑Efficient Federated Optimization».

Seminar Co‑organizer Thuwal, Saudi Arabia
OPTiMiZATiON & MACHiNE LEARNiNG LAB, KAUST 09/2021–10/2022
Co‑organized weekly lab seminars (speaker invites, scheduling, announcements, moderation).

PEER REViEW
Conference Reviewer
ICML (2022–2025) · ICLR (2024–2026) · NEURIPS (2022, 2024–2025) 02/2022–Present
Reviewed 29 manuscripts across the venues above.

Journal Reviewer
TRANSACTiONS ON MACHiNE LEARNiNG RESEARCH (TMLR) · NUMERiSCHE MATHEMATiK 03/2023–Present
TMLR (2023–2025) · Numerische Mathematik (2025) · Reviewed 9 manuscripts across journals.

Skills
Programming Python, C/C++, Bash

Scripting &Markup Languages SQL, LaTeX, Markdown
Frameworks & Libraries PyTorch, Matplotlib, NumPy, SciPy

Development Environments VScode, Jupyter, Slurm
Operating Systems Windows, Linux, MacOS

Languages Russian (Native), English (Fluent)

References
Peter Richtárik KAUST, Thuwal, Saudi Arabia
PROFESSOR, COMPUTER SCiENCE
peter.richtarik@kaust.edu.sa ·Relationship: MS & PhD advisor.

Mikhail Moshkov KAUST, Thuwal, Saudi Arabia
PROFESSOR, APPLiED MATHEMATiCS AND COMPUTATiONAL SCiENCE
mikhail.moshkov@kaust.edu.sa ·Relationship: Course instructor; MS & PhD defense committee member.

Di Wang KAUST, Thuwal, Saudi Arabia
ASSiSTANT PROFESSOR, COMPUTER SCiENCE
di.wang@kaust.edu.sa ·Relationship: Course instructor; MS & PhD defense committee member.

NOVEMBER 13, 2025 IGOR SOKOLOV · RÉSUMÉ 4

https://github.com/mstkachev/Sirius_project_optimization/tree/master/log_reg_experiment
https://drive.google.com/open?id=1B-mn0SMj4WsMdI8bKlURgb3rE-h3cNAm&usp=drive_fs
https://github.com/IgorSokoloff/background_and_foreground_estimation_via_rpca
https://meetings.siam.org/sess/dsp_programsess.cfm?SESSIONCODE=76739
mailto:peter.richtarik@kaust.edu.sa
mailto:mikhail.moshkov@kaust.edu.sa
mailto:di.wang@kaust.edu.sa

